Two Dogmas of Strong Objective Bayesianism
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We introduce a distinction, unnoticed in the literature, between four varieties of objective Bayesianism. What we call ‘strong objective Bayesianism’ is characterized by two claims, that all scientific inference is ‘logical’ and that, given the same background information two agents will ascribe a unique probability to their priors. We think that neither of these claims can be sustained; in this sense, they are ‘dogmatic’. The first fails to recognize that some scientific inference, in particular that concerning evidential relations, is not (in the appropriate sense) logical, the second fails to provide a non-question-begging account of ‘same background information’. We urge that a suitably objective Bayesian account of scientific inference does not require either of the claims. Finally, we argue that Bayesianism needs to be fine-grained in the same way that Bayesians fine-grain their beliefs.

1. Overview

All Bayesians assign a central role to Bayes’s theorem in the development of an adequate account of scientific inference and all Bayesians understand the probability operators in that theorem in terms of degrees of belief. Probability theory measures something that is ‘in the head’, not ‘in the world’. In this sense, it is misleading to identify some Bayesians as ‘objective’, others as ‘subjective’. The traditional term ‘personalist’ is better suited to identify the latter.

Although all Bayesians are, in the sense indicated, subjectivists, not all subjectivists are Bayesians. There is a long tradition beginning with Laplace which equally takes probabilities as something ‘in the head’, namely, as measuring degrees of our ignorance. At the same time, all subjectivists, and a fortiori all Bayesians, insist that there is something ‘objective’ about the attribution and interpretation of probabilities. Laplaceans locate objectivity with respect to the principles of indifference and determinism.

Prasanta S. Bandyopadhyay and Gordon Brittan, Jr are at the Department of History and Philosophy and the Astrobiology Biogeocatalysis Research Center, Montana State University. Correspondence to: Department of History and Philosophy, Montana State University, Bozeman, MT 59717, USA. E-mail: psb@montana.edu, uhigb@montana.edu

ISSN 0269–8595 (print)/ISSN 1469–9281 (online) © 2010 Open Society Foundation
DOI: 10.1080/02698590903467119
Bayesians of different stripes characterize it in terms of varying consistency requirements placed on the agent’s beliefs.

According to personalists and all objective Bayesians, an agent’s belief must satisfy the rules of the probability calculus. Otherwise, on a familiar Dutch Book argument, the agent’s degree of belief is incoherent. Personalist Bayesians take this (probabilistic) coherence to be both a necessary and a sufficient condition for the rationality of an agent’s beliefs, and then (typically) argue that the beliefs of rational agents will converge over time. The point of scientific inference, and the source of its ‘objectivity’, is to guarantee coherence and ensure convergence. Objective Bayesians, on the other hand, typically insist that while the coherence condition is necessary, it is not also sufficient for the kind of objectivity which scientific methodologies are intended to make possible. At this point, they diverge rather markedly, different camps proposing different additional coherence conditions.

In this paper, we distinguish four varieties of objective Bayesianism (Section 1): strong objective Bayesianism (hereafter strong objectivism), moderate objective Bayesianism (hereafter moderate objectivism), quasi-objective Bayesianism (hereafter quasi-objectivism), and necessitarian objective Bayesianism (hereafter necessitarian objectivism). We then focus on strong objectivism. The correct characterization of scientific inference is the aim of any form of Bayesianism. They are intended to be descriptive of at least many scientific practices and normative with respect to all of it. On its account, scientific inference has or should have two features: all scientific inference is or should be deductive or probabilistic in character, and only one probability function is or should be considered rational for an agent based on her background knowledge. These two features come together in the standard strong objectivist claim that, in Roger Rosenkrantz’s words, ‘two reasonable persons in possession of the same relevant data should assign the same probabilities to the elements of a considered partition of hypotheses’ (Rosenkrantz 1981, 4), or as Edwin Jaynes has it, ‘if in two problems the robot’s state of knowledge is the same …, then it must assign the same plausibilities in both’ (Jaynes 2003, 19; emphasis altered). The same idea has been expressed forcibly by Jon Williamson: ‘[t]he aim of objective Bayesianism is to constrain degrees of belief in such a way that only one value of \( p(v) \) will be deemed rational on the basis of an agent’s background knowledge. Thus, objective Bayesian probability varies as background knowledge varies but two agents with the same background knowledge must adopt the same probabilities as their rational degree of belief’. (Williamson 2005, 11–12; emphasis added). This claim allows us to understand just how a scientific inference is an inference, ‘logical’, and in what way it is scientific, i.e., ‘agent- or observer-invariant’.

Our argument is twofold. We argue first that the strong objectivist account of scientific inference is not sufficient; certain basic dimensions of inferences commonly accepted as ‘scientific’ are not ‘logical’ (they do not conform to the rules of deductive or probability logic). Neither is it necessary; since two equally ‘rational’ agents having the same background knowledge need not have only one probability function. Put otherwise, our argument is that strong objectivism rests on two dogmas which are, in turn, incompatible with at least some scientific reasoning and not required by any of it.
Only a sensible objective form of Bayesianism what we call ‘quasi-objectivism’ frees us from them.

The argument proceeds in this way. We first point out that the strong objectivist fails to distinguish between belief and evidence relations, that the evidence relation is a prominent feature of much scientific reasoning, and that the evidence relation is not (again in the intended sense) ‘logical’ (Section 2). Indeed, failure to distinguish between belief and evidence leads directly to the ‘old evidence’ problem, often thought to be an insurmountable problem for Bayesians of every stripe (Section 3). We then argue that the strong objectivist’s demand that, given the same background information, two agents will assign the same hypothesis the same probability simply cannot be satisfied in all cases (Section 4). We consider a possible rejoinder by a strong objectivist (Section 5). Finally, we outline a version of Bayesianism without the dogmas (Section 6).

2. Varieties of Objective Bayesianism

Jaynes, Rosenkrantz, and Williamson are notable representatives of the strong objectivist camp. Jaynes, for example, while admitting that a probability assignment could be construed as ‘subjective in the sense that it describes only a state of knowledge, and not anything that could be measured in a physical experiment’, writes that ‘this assignment is completely objective in the sense that [it is] independent of the probability of the user. […] It is “objectivity” in this sense that it is needed for a scientifically respectable theory of inference’ (Jaynes 2003, 44–45). He writes further that ‘our theme is simply: probability theory as extended logic’ (Jaynes 2003, xxiii); ‘[i]t is clear that not only is the quantitative use of the rules of probability theory as extended logic the only sound way to conduct inference, it is the failure to follow those rules strictly that for many years has been leading to unnecessary error, paradoxes, and controversies’ (Jaynes 2003, 143).

Influenced by Jaynes’s work, Williamson construes strong objectivism in terms of two norms; (a) a logical norm, something like the classical principle of indifference, that requires the agent’s assignment of priors to be maximally non-committal (in those cases in which the priors do not simply correspond to relative frequencies), and (b) a background information norm that further constrains her non-committal degree of belief (Williamson 2005). These two norms are intended to insure the ‘logical’ character of scientific inference and the eventual generation of unique probabilities with respect to its conclusion. Williamson contends that when there is a conflict between the logical norm and the background information norm, the latter should prevail. He explains this point about a possible conflict and its subsequent resolution by invoking Jakob Bernoulli’s well-known example.

Consider three ships that set sail from a port. After some time, suppose that we have received the information that one of them suffered a shipwreck. Based on the logical norm, we should be justified in assigning probability 1/3 to the one that really suffered a shipwreck because there were only three ships to begin with. The case of assigning an equal probability to each ship that could sustain the shipwreck represents the agent’s
maximal uncertainty about this situation. However, if we recall that in fact one of them was in a bad shape due to its old age, then we could safely assume that the latter was the one which was really shipwrecked. This is how our background information could be brought to bear on constraining logical features if and when the former is available. If it is not, and in the absence of frequency data, we fall back on sophisticated variants of the principle of indifference.

In contrast, statisticians like José M. Bernardo have approached objective Bayesianism in a slightly different way. Bernardo writes that ‘[i]t has become standard practice … to describe as “objective” any statistical analysis which only depends on the [statistical] model assumed. In this precise sense (and only in this sense) reference analysis is a method to produce “objective” Bayesian inference’ (Bernardo 2005).

For Bernardo, the reference analysis which he has advocated to promote his brand of objective Bayesianism should be understood in terms of some parametric model of the form \( M \equiv \{ \Pr(x \mid w), x \in X, w \in \Omega \} \), which describes the conditions under which data have been generated. Here, the data \( x \) are assumed to consist of one observation of the random process \( x \in X \) with probability distribution \( \Pr(x \mid w) \) for some \( w \in \Omega \). A parametric model is an instance of a statistical model. Bernardo defines \( \theta = \theta(w) \in \Theta \) to be some vector of interest. All legitimate Bayesian inferences about the value \( \theta \) are captured in its posterior distribution

\[
\Pr(\theta \mid x) \propto \int_{\Lambda} \Pr(x \mid \theta, \lambda) \Pr(\theta, \lambda) d\lambda
\]

provided these inferences are made under an assumed model. Here, is some vector of nuisance parameters and is often referred to as ‘model’ \( \Pr(x \mid \lambda) \).

The posterior distribution combines the information provided by the data \( x \) along with some other information about \( \theta \) contained in the prior distribution \( \Pr(\theta, \lambda) \). The reference prior function for \( \theta \) and given model \( M \), and a class of candidate priors, \( P \), according to Bernardo, then become the joint prior \( \pi^0(\theta, \lambda \mid M, P) \). For him, the reference prior \( \pi^0(\theta, \lambda \mid M, P) \) is objective in the sense that it is a well-defined mathematical expression of the vector of interest \( \theta \), the assumed model \( M \), and the class of candidate priors \( P \), with no additional subjective elements. Since reference priors are defined as a function of the entire model, \( M \equiv \{ \Pr(x \mid w), x \in X, \theta \in \Theta \} \), it is clearly not a function of the observed likelihood. The purpose of invoking reference priors is to represent lack of information on the part of an agent about the parameter of interest. To be faithful to this goal, a moderate Bayesian extracts information about that parameter by repeated sampling from a specific experimental design \( M \).

Insofar as the foundation of Bayesian statistics is concerned, the theme of repeated sampling that underlies regeneration of reference priors is alleged to defy the conditionality principle (CP), a backbone of Bayesianism. When the CP is informally stated, it implies that what matters in making inferences about \( \theta \) is actually performed experiments, and what the agent would have obtained if she had carried out a non-randomly chosen experiment in repeated samplings becomes irrelevant for the purpose of inference about that parameter. However, Bernardo thinks that the use of reference distributions is fully in agreement with the CP. The point is that the
reference posteriors provide a conditional answer and all probabilities are conditional
namely what could be said about the quantity of interest if prior information was
minimal compared to the information that particular model could possibly provide.
Obviously in this situation one can make as many of these conditional statements as
one wishes to do.

Coming back to the reference priors, often the reference priors turn out to be both
non-informative and improper. They are non-informative because they convey igno-
rance about the parameter of interest. They are improper because they don’t integrate
to one. One such prior is Jeffreys’s prior, which is taken to be proportional to the square
root of the determinant of the information matrix. One needs to be careful that appro-
priate use of improper prior functions as reference priors fits perfectly within standard
probability.

The attraction of this kind of objectivism is its emphasis on ‘reference analysis’,
which with the help of statistical tools has made further headway in turning its theme
of objectivity into a respectable statistical school within Bayesianism. Bernardo writes,
‘[r]efference analysis may be described as a method to derive model-based, non-subjec-
tive posteriors, based on the information-theoretical ideas, and intended to describe the
inferential content of the data for scientific communication’ (Bernardo 1997). Here by
the ‘inferential content of the data’, Bernardo means that the former provides ‘the basis
for a method to derive non-subjective posteriors’. Bernardo’s objective Bayesianism
consists of the following two claims.

(i) Bernardo thinks that the agent’s background information should help the inves-
tigator build a statistical model, hence ultimately influence which prior the latter
should assign to the model. Therefore, although Bernardo might endorse arriving at a
unique probability value as a goal, he does not require that we need to have the unique
probability assignment in all issues at one’s disposal. He writes, ‘[t]he analyst is
supposed to have a unique [emphasis added] (often subjective) prior \( p(w) \), independ-
ently of the design of the experiment, but the scientific community will presumably
be interested in comparing the corresponding analyst’s personal posterior with the
reference (consensus) posterior associated to the published experimental design’
(Bernardo 2005, 29).

(ii) For Bernardo, statistical inference is nothing but a case of deciding among
various models or theories, where decision includes, among other things, the utility of
acting on the assumption of the model or theory being empirically adequate. Here the
utility of acting on the empirical adequacy of the model or theory in question might
involve some loss function (Bernardo and Smith 1994, 69).

We call Bernardo’s objectivism ‘moderate’ because the additional conditions he
proposes fall short of requiring that the investigator arrive at unique probability
assignments. This feature distinguishes his version of objectivism from strong objec-
tivism, although like both Jaynes and Williamson, he breaks with the personalists in
constraining both priors and posteriors.

We now consider a third variety of objective Bayesianism, which we call quasi-
objectivism. This version differs from the others in that it imposes a simplicity
constraint on the agent’s prior beliefs over and above their coherence with the axioms
of probability theory, but does not impose the further constraints suggested by
Jaynes, Williamson, and Bernardo. In particular, it does not require, as do Jaynes and
Williamson, that ‘objectivity’ be construed in terms of agent-invariance. The simplicity
constraint guides us as to how priors should be assigned to different competing theo-
ries or models, but does not determine them completely. Consider the curve-fitting
problem to understand how it works. The problem arises when an investigator is
confronted with a trade-off between simplicity and goodness of fit. The investigator
could consider several possible competing hypotheses, namely, \( H_1, H_2, \) and \( H_3 \) for solv-
ing the optimization problem, and would like to choose one among three mutually
exclusive hypotheses as the best trade-off. (The rest of the hypotheses are lumped
together and called the catch-all hypothesis; it is left out of discussion because it gener-
ates well-known problems.) These possible hypotheses are:

\[
H_1: E(Y|x) = \alpha_0 + \alpha_1 x
\]

\[
H_2: E(Y|x) = \alpha_0 + \alpha_1 x + \alpha_2 x^2
\]

\[
H_3: E(Y|x) = \alpha_0 + \alpha_1 x + \alpha_2 x^2 + \alpha_3 x^3
\]

Here, \( E(Y|x) \) is the conditional expectation of \( Y \) given \( x \). To say that these hypotheses
are mutually exclusive is to say that the coefficients of \( x^k \) under \( H_k \) are non-zero. The
simpler a hypothesis, the greater prior probability it will receive. On this view, the
simplicity of a theory helps to constrain its prior probability. Two sorts of factors,
formal and non-formal, determine the simplicity of a theory. The formal factor in
question measures the paucity of adjustable parameters; functions of lower degree get
higher prior probability than functions of higher degree.

Though the formal factor is the only factor that dictates one’s choice of one theory
over others, it does not often suffice to determine the simplicity of a theory. A choice
of one theory over others sometimes depends on epistemic and pragmatic consider-
ations as well. For example, we disregard the negative value of a quadratic equation
when confronted with a distance problem. For another example, whether an equation
is mathematically tractable plays a vital role in theory choice, hence in the assignment
of prior probabilities to theories.

For illustrative purposes, we consider a range of putatively plausible priors for the
hypotheses in the curve-fitting problem (Table 1). Each prior in Table 1 satisfies the

<table>
<thead>
<tr>
<th>Prior ( \Pr(H_k) )</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pr_1(H_k) )</td>
<td>( 2^{-k}; \ k = 1, 2, \ldots )</td>
</tr>
<tr>
<td>( \Pr_2(H_k) )</td>
<td>( (e - 1) e^{-k}; \ k = 1, 2, \ldots )</td>
</tr>
<tr>
<td>( \Pr_3(H_k) )</td>
<td>( \left( \sqrt{n} - 1 \right) n^{-k/2}; \ k = 1, 2, \ldots )</td>
</tr>
</tbody>
</table>

**Table 1** A range of putatively plausible priors for the hypotheses in the curve-fitting problem
rules of the probability calculus. One could use any of the priors from Table 1 and still be consistent with the quasi-objective Bayesian’s account of simplicity.

Since these priors are not unique, given the data, the investigator is not expected to get a unique posterior probability for her models. At best, she can rank-order them. Yet the simplicity condition does add a further element of objectivity, which in this context comes to restrain the agent’s initial degrees of belief. Different possible priors along with the likelihoods under different competing hypotheses yield a unique choice, but not a unique probability (for more on the mathematical aspects of how a unique choice could be achieved in the curve-fitting problem, see Bandyopadhyay, Boik, and Basu 1996; Bandyopadhyay and Boik 1999; Bandyopadhyay and Brittan 2001).

The fourth and final variety of objective Bayesianism we call necessitarian objectivism. The latter takes probabilities to represent an objective logical relation between a set of sentences. The degree of confirmation for the hypothesis, ‘the die will show face six on the next throw’ will take exactly one value in between 0 and 1 relative to a set of sentences that consists of an agent’s total body of evidence. Probability is a syntactical, meta-linguistic notion, which is an analogue of the notion of provability. Even though premises and a conclusion of an argument could be empirical, the relation between premises and the conclusion must be analytic or logical. The originators of this view are Rudolf Carnap (1950) and John Maynard Keynes (1921). Carnap’s early work (1950) consists in finding a measure $m$ such that the degree of confirmation of the hypothesis given the data is a function of that measure of the ratio of the possible worlds in which both the joint distribution of the hypothesis and the data hold to those in which the data hold. Two measures he considered were called $m^+$ and $m^*$ in which the former does not allow learning from experience, whereas the latter does. What is significant is that since at this stage he thought that a unique probability could be achieved for a proposition given the total body of evidence, any reference to subjectivity turns out to be redundant.

Carnap’s monumental work on inductive logic provides a rationale for making inductive inference analogous to deductive reasoning. In his early works, we find that the probability the agent would have for a proposition independent of any evidence is a matter of logic. On a total body of evidence, the agent’s degree of belief would be determined by the rule of conditionalization. However, the later Carnap (1971) takes constraints on the agent’s degree of belief not to determine one, but rather a plethora of permissible belief functions not yielding a unique probability for a specific conclusion conditional on given premises of an argument.

For the sake of discussion, it is helpful to refer to Table 2, summarizing how varieties of objective Bayesians differ with regard to issues pertaining to scientific inference. The first column represents names for varieties of objective Bayesians: strong objective Bayesians (SOB), moderate objective Bayesians (MOB), quasi-objective Bayesians (QOB), and necessitarian objective Bayesians (NOB). The second column stands for how they differ with regard to the coherence constraint on an agent’s degree of belief. The third represents the tools different objective Bayesians use for their inference and decision machines. The fourth is the name of the machine each uses for achieving her divergent goals. The fifth and final column captures different stances objectivists adopt
Most Bayesians agree that it is necessary that an agent’s degree of belief must satisfy the probability calculus, but differ regarding whether it is sufficient. As already noted, both strong and moderate objective Bayesians take the satisfaction of the calculus to be necessary. Quasi-objectivists think that when one makes an inference, one draws a conclusion from a set of premises that contains an agent’s prior knowledge of the situation in question and her data information about it; the utility of accepting or rejecting a theory raises very different sorts of questions. Indeed, quasi-objectivists do not think that scientific inference can be understood entirely in probabilistic terms. Both moderate and quasi-objectivism break with strong objectivism on the issue of requiring unique probability distributions. Quasi-objectivism differs from moderate objectivism with regard to the latter’s view that scientific inference is primarily a form of a decision among contending theories.\textsuperscript{10}

### Table 2  Varieties of Bayesians on issues pertaining to scientific inference

<table>
<thead>
<tr>
<th>Varieties</th>
<th>Coherence constraint</th>
<th>Tools for machine</th>
<th>Machine</th>
<th>Unique probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOB</td>
<td>Necessary, but not sufficient</td>
<td>Probability theory and deductive logic</td>
<td>Inference</td>
<td>Yes</td>
</tr>
<tr>
<td>MOB</td>
<td>Necessary, but not sufficient</td>
<td>Probability theory, deductive logic and loss function</td>
<td>Decision</td>
<td>Need not be</td>
</tr>
<tr>
<td>QOB</td>
<td>Necessary, plus simplicity consideration</td>
<td>Probability theory, deductive logic and likelihood function</td>
<td>Inference</td>
<td>Need not be, but unique choice</td>
</tr>
<tr>
<td>NOB</td>
<td>Necessary</td>
<td>Probability theory and deductive logic</td>
<td>Inference</td>
<td>Yes (early Carnap) Need not be (later Carnap)</td>
</tr>
</tbody>
</table>

\textbf{Note:} MOB, moderate objective Bayesians; NOB, necessitarian objective Bayesians; QOB, quasi-objective Bayesians; SOB, strong objective Bayesians.

### 3. Belief and Evidence: Epistemological Significance

Consider two hypotheses: \( H \), representing that a patient suffers from tuberculosis, and \( \sim H \), its denial. Assume that an X-ray, which is administered as a routine test, comes out positive for the patient. Based on this simple scenario, following the work of Richard M. Royall (1997), one could pose three questions that underline the epistemological issue at stake:

(i) Given the datum, what should we \textit{believe} and to what degree?
(ii) What does the datum say regarding \textit{evidence for} \( H \) against its alternative?
(iii) Given the datum what should we \textit{do}?

The first question we call the belief question, the second the evidence question, and the third the decision question. In this paper, we address the first two questions. Bayesians
have developed distinct accounts to answer them; the first is an account of confirmation and the second of evidence. For Bayesians, an account of confirmation explicates a relation, $C(D, H, B)$ among data, $D$, hypothesis, $H$, and the agent’s background knowledge, $B$. Because the confirmation relation so explicated is a belief relation, it must satisfy the probability calculus, including the rule of conditional probability, as well as some reasonable constraints on one’s \textit{a priori} degree of belief in an empirical proposition.

For Bayesians, belief is fine-grained. In the case of empirical propositions, belief admits of any degree of strength between 0 and 1, except insofar as the proposition is conditionalized (in which case it has probability equal to one). A satisfactory Bayesian account of confirmation captures this notion of degree of belief. In formal terms, it may be stated as:

\begin{equation}
\text{Confirmation condition (CC): } D \text{ confirms } H \text{ if and only if } \Pr(H|D) > \Pr(H)
\end{equation}

The posterior/prior probability of $H$ could vary between 0 and 1 exclusive. Confirmation becomes strong or weak depending on how high or low the difference is between the posterior probability, $\Pr(H|D)$, and the prior probability of the hypothesis, $\Pr(H)$:

\[ \Pr(H|D) = \frac{\Pr(H) \Pr(D|H)}{\Pr(D)} \]  

While this account of confirmation is concerned with belief in a single hypothesis embodied in equation (1), an account of evidence in our framework must compare the merits of two simple statistical hypotheses, $H_1$ and $H_2$ (or $\sim H_1$) relative to the data $D$, auxiliaries $A$, and background information, $B$. The justification for the account to be comparative is that the evidence question is comparative and the account of evidence has been developed to handle the evidence question. However, because the evidence relation is not a belief relation it need not satisfy the probability calculus. Bayesians use the Bayes factor (BF) to make this comparison, while others use the likelihood ratio (LR) or other functions designed to measure evidence. For simple statistical hypotheses, the Bayes factor and the likelihood ratio are identical, and capture the bare essentials of an account of evidence without any appeal to prior probability (Berger 1985, 146). The BF/LR can be represented in this case by equation (2).

\begin{equation}
\text{BF/LR} = \frac{\Pr(D|H_1, A_1 \& B)}{\Pr(D|H_2, A_2 \& B)}
\end{equation}

is called the Bayes factor (likelihood ratio) in favour of $H_1, A_1$, and $B$. $D$ becomes $E$ (evidence) for $H_1 \& A_1 \& B$ against $H_2 \& A_2 \& B$ if and only if their ratio is greater than one. An immediate corollary of equation (2) is that there is equal evidential support for both hypotheses only when BF/LR = 1. Note that in equation (2) if $1 < \text{BF/LR} \leq 8$, then $D$ is often said to provide weak evidence for $H_1$ against $H_2$, while when BF/LR > 8, $D$ provides strong evidence. This cut-off point is otherwise determined contextually and may vary depending on the nature of the problem that confronts the investigator. The range of values for BF/LR varies from 0 to infinity inclusive.

Let us continue examining the tuberculosis (TB) example described earlier to understand why belief and evidence are distinct concepts. We will suppose from a large
number of data that we are nearly certain that the propensity for having a positive X-ray for members without TB is 0.7333, and the propensity for a positive X-ray for population members without TB 0.0285. Call this background theory of the propensities for X-ray outcomes $B$. Again, let $H$ represent the hypothesis that an individual is suffering from TB and $\sim H$ the hypothesis that she is not. These two hypotheses are mutually exclusive and jointly exhaustive. In addition, assume $D$ represents a positive X-ray test result. We would like to find $\Pr(H|D)$, the posterior probability that an individual who tests positive for TB actually has the disease. Bayes’s theorem helps to obtain that probability. However, to use the theorem, we need to know first $\Pr(H)$, $\Pr(\sim H)$, $\Pr(D|H)$, and $\Pr(D|\sim H)$.

$\Pr(H)$ is the prior probability that an individual in the general population has TB. Because the individuals in different studies need not be chosen from the population at random, the correct frequency based prior probability of the hypothesis couldn’t be obtained from them. Yet in a 1987 survey, there were 9.3 cases of TB per 100,000 population (Pagano et al. 2000). Consequently, $\Pr(H) = 0.000093$. Hence, $\Pr(\sim H) = 0.999907$. Based on a large data kept as medical records, we are certain about these following probabilities. $\Pr(D|H)$ is the probability of a positive X-ray given that an individual has TB. $\Pr(D|H) = 0.7333$. $\Pr(D|\sim H)$, the probability of a positive X-ray given that a person does not have TB, is $1 - \Pr(\sim D|\sim H) = 1 - 0.9715 = 0.0285$.

Using all this information, we compute $\Pr(H|D) = 0.00239$. For every 100,000 positive X-rays, only 239 signal true cases of TB. The posterior probability is very low, although it is slightly higher than the prior probability. Although CC is satisfied, the hypothesis is not very well confirmed. Yet at the same time, the BF, i.e., $0.7333/0.0285$ (i.e., $\Pr(D|H)/\Pr(D|\sim H)$) = 25.7, is very high. Therefore, the test for TB has a great deal of evidential significance.

There is little point in denying that the meanings of ‘evidence’ and ‘belief’ (or its equivalents) often overlap in ordinary English as well as among epistemologists. In probabilistic epistemology, the motivation for some epistemologists to use belief and evidence interchangeably could be justified by the theorem, $BF > 1$ if and only if $\Pr(H|D) > \Pr(H)$. However, belief and evidence are conceptually different, because strong belief does not imply strong evidence and conversely, as illustrated by the TB example. Our case for distinguishing them rests not on usage, but on the clarification in our thinking that is achieved and is supported by inferences frequently made in diagnostic studies (for a discussion on the belief and evidence distinction, see Bandyopadhyay 2007; Bandyopadhyay and Brittan 2006).

Our argument at this point against strong objectivism is simple. Many scientific inferences depend on weighing the evidence for and against particular hypotheses and their alternatives. But such weighing of the evidence does not involve reasoning, whether probabilistic or deductive, from data premises to a hypothetical conclusion. It is therefore not, as the strong objectivist requires and the modest objectivist takes as worthy, ‘logical’. On the one hand, it is (in the sense indicated) contextual in character. The piece of data provides evidence for a hypothesis over its rival relative to background information. Because of the contextual nature of this evidential relation
between data and hypotheses, strong evidential strength for one hypothesis over its rival does not imply that we have more reasons to believe that hypothesis for which we have strong evidence. The TB example convincingly shows that evidence is not ‘logical’ in the sense strong objectivists use the term. On the other hand, the ratio between hypotheses in terms of which evidence is characterized is not a probability measure. Therefore, the strong objectivist position must be rejected. From a slightly different point of view, the logical norm of the strong objectivist position precludes a distinction between confirmation and evidence. But failure to make this distinction leads directly to the old evidence problem. And unless the old evidence problem is resolved, Bayesianism generally fails as an adequate account of scientific inference.

4. The Old Evidence Problem and Its Diagnosis

Perhaps the most celebrated case in the history of science in which old data have been used to construct and vindicate a new theory concerns Einstein. He used Mercury’s perihelion shift \( M \) to verify the general theory of relativity (GTR). The derivation of \( M \) is considered the strongest classical test for GTR. However, according to Clark Glymour’s old evidence problem, Bayesianism fails to explain why \( M \) is regarded as evidence for GTR. For Einstein, \( \Pr(M) = 1 \) because \( M \) was known to be an anomaly for Newton’s theory long before GTR came into being. But Einstein derived \( M \) from GTR; therefore, \( \Pr(M|GTR) = 1 \). Glymour contends that given equation (1), the conditional probability of GTR given \( M \) is therefore the same as the prior probability of GTR; hence, \( M \) cannot constitute evidence for GTR. Since Glymour agrees that the old evidence problem arises even when \( \Pr(M) \approx 1 \), we will take \( \Pr(M) \approx 1 \), but not equal to 1.

We will cite the passage where Glymour discusses the problem, and for the sake of clarity divide it into two parts, A and B.

(A) ‘The conditional probability of \( T \) [i.e., theory] on \( e \) [i.e., datum] is therefore the same as the prior probability of \( T \).’
(B) ‘\( e \) cannot constitute evidence for \( T \).’ (Glymour 1980, 86)

Concerning (A), Glymour assumes that conditional and prior probabilities measure an agent’s degrees of belief and that conditional probability prescribes a rule for belief revision. On the other hand, (B) states that \( e \) can’t be regarded as evidence for \( T \). We would argue that (A) pertains to the belief question, while (B) pertains to the evidence question and that confusion (in this case, paradox) only results when one conflates them.

Although some Bayesians would disagree, we hold that the standard Bayesian account of confirmation cannot solve the old evidence problem (Bandyopadhyay 2002).\(^{14}\) It suffices here to show how our account of evidence in terms of Bayes factor is able to solve the problem. Consider GTR and Newton’s theory relative to \( M \) with different auxiliary assumptions for respective theories. Two reasonable background assumptions for GTR are (i) the mass of the earth is small in comparison with that of the sun so that the earth can be treated as a test body in the sun’s gravitational field and,
(ii) the effects of the other planets on the earth’s orbit are negligible. Let $A_1$ represent those assumptions.

For Newton, on the other hand, the auxiliary assumption is that there are no masses other than the known planets that could account for the perihelion shift. Let $A_2$ stand for Newton’s assumption. When the Bayes factor is applied to this situation, there results a factor of infinity of evidential support for GTR against its rival. For, $\Pr(M|\text{GTR}&A_1&B) \approx 1$, where $\Pr(M|\text{Newton}&A_2&B) \approx 0$. Hence, the ratio of these two expressions goes to infinity as $\Pr(M|\text{Newton}&A_2&B)$ goes to zero. The likelihood function does not satisfy the rules of the probability calculus.

Two comments are in order. The first concerns the criterion of evidence on which the account of the old evidence problem implicitly rests. The criterion of evidence Glymour exploits to generate the old evidence problem is that $D$ is evidence for $H$ if and only if $\Pr(H|B&D) > \Pr(H|B)$, where the relevant probability is just the agent’s current probability distribution as an ideal rational agent. According to the old evidence problem, the agent’s belief in $H$ should increase when the criterion holds, as shown by the theorem $\text{BF} > 1$ iff $\Pr(H|D) > \Pr(H)$. However, there is an ambiguity in the criterion. The criterion could mean two things. (i) There is a linear relationship between belief and evidence, that is, they increase or decrease in the same rate and it (the criterion) measures the same concept. Or (ii) there is a relationship between the two concepts, but if one increases or decreases, the other does not increase or decrease at a same rate and they are different concepts. The belief/evidence distinction rests on disambiguating these two notions (i from ii). In fact, the TB example elucidates this aspect of the distinction clearly by contending that it is the second sense (ii) that is implied by the belief/evidence distinction. This makes clear how the issue of what the agent should believe is correctly embedded in the criterion for evidence, although the criterion hides an ambiguity correctly diagnosed by the belief/evidence distinction.

The second comment concerns the implication of Glymour’s evidence criterion regarding the relationship between evidence, knowledge, and belief. According to Glymour’s old evidence problem, whenever the criterion of evidence is satisfied, $D$ becomes evidence for $H$ relative to an agent. $D$ being evidence for $H$ does not, however, turn out to be independent of whether the agent knows or believes $D$ to be the case. By contrast, in our account whether $D$ is evidence for $H$ is independent of whether the agent believes or knows $D$ to be true. In the TB example, $D$, the datum about the positive X-ray screening, provides evidence for $H$, the hypothesis about the presence of the disease, without the probability of $D$ being one. So it is possible that $D$ could be evidence for $H$ without an agent knowing or believing $D$ to be true.

5. The Unique Probability Problem

One purpose of objective Bayesianism is to develop an inductive logic which is observer-invariant. To achieve this aim, objective Bayesians impose constraints on the agent’s beliefs. Agents are bound to agree with regard to their determination of probabilities when they hold the same background information, provided the agents satisfy the other constraints already imposed. Jaynes’s recommendation is to choose a
probability distribution that maximizes entropy subject to the constraint of two agents having the same background information (Jaynes 1963; see also Seidenfeld 1987). Consider a fair six-sided die whose ‘bias’ to constrain our expectation for its next roll is taken to be:

$$\text{E[number of spots on next roll]} = 3.5$$

(3)

The problem is to find a probability distribution for the set $$X = \{1, \ldots, 6\}$$ representing possible outcomes of its roll. Shannon’s definition for the entropy, which is a measure of uncertainty in a discrete probability distribution, is:

$$U_s = - \sum_{i=1}^{n} \Pr_i \cdot \log(\Pr_i)$$

(4)

Jaynes’ maximizing entropy principle forces us to select the distribution over $$X$$ ($$\Pr_i > 0$$ when the probability sum of $$\Pr_i$$ will equal 1) which maximizes the quantity (4), subject to the constraint (3). If we satisfy the constraint, the distribution that we will arrive at is the uniform distribution, $$\Pr_i = 1/6$$ when $$i = 1, 2, 3 \ldots 6$$. For a different constraint on the expectation for the next roll of a die, however, his principle of maximizing entropy would choose another unique uniform probability distribution. This simple example has motivated the strong objectivist’s slogan that two agents holding the same background information will arrive at the same probability distribution.

One could hardly deny the force of the logic behind arriving at a unique probability distribution given the same background information for two agents with regard to this canonical example. However, there is plenty of qualitative information available in our day-to-day life which is too vague to be quantified. Keynes emphasizes this point when he writes:

[t]he statistical result is so attractive in its definiteness that it leads us to forget the more vague though more important considerations which may be, in a given particular case, within our knowledge. To a stranger the probability that I shall send a letter to the post unstamped may be derived from the statistics of the Post Office; for me those figures would have but the slightest bearing on the question. (Keynes 1921, 322; emphasis added)

For a strong objectivist the question is, how could she sharpen this vague knowledge to arrive at a knowledge which is quantitative and to which probability theory can be applied? Williamson suggests that some interval-based approach with bounds should be able to dispel Keynes’s worry. He writes, ‘I know that I am scattier than the average member of the populace, but I do not know quantitatively how much scatter, so this knowledge only constrains my degree of belief that I have posted a letter unstamped to lie between the Post Office average and 1’ (Williamson 2005). He is aware that he might have a different mental constitution than being a scatter-brained philosopher so that he has realized that in over 90% of the cases, the addressee received the letter. Being careful of this statistic, his degree of belief would fall anywhere between the Post Office average and 1. This is a suggestion as to how an objective Bayesian could respond to Keynes.
However, the bounds of these intervals could vary depending on the nature of an agent, leading to some subjectivity in the probability assignments. Williamson is aware of this problem. He thinks that the strong objectivist demand that the agent’s degree of belief be determined on the basis of her background knowledge overcomes it. But without further elaboration, he does not show how an interval-based probability will give us the sort of numbers needed to reach a unique final probability assignment.

There are further problems for strong objectivism. Consider the slogan of objective Bayesianism, two agents must agree with regard to their determination of probabilities when they share the same background information. The problem is that it is hard to pin down whether or when two agents must agree with regard to a matter. What does it mean to say, in a non-trivial way, that two agents share the same background information? An answer to this question is crucial for strong objective Bayesianism; otherwise the slogan begs the question.

Consider two sets of agents. The first set of agents holds the same background information including the belief that simpler theories should be assigned high prior probabilities. Here the former takes simplicity to consist in paucity of adjustable parameters. In contrast, the second set of agents holds the same background information including the fine grained belief that the simplest theory which is to be counted as having the least number of adjustable parameters should be assigned prior probability 1/2. Then, the second simplest theory should receive 1/4, followed by the more complex theory 1/8 and so on. Does the first set of agents share the same background information? Does the second? One needs to have a non-arbitrary way of determining which set of agents share the same background information. If an objective Bayesian remains vague as to what counts as two agents having the same background information, then the first set of agents might differ markedly with regard to the values to be assigned the ‘simplest’ hypothesis. And so on.

The problem is that having the same background information seems to be neither a necessary nor a sufficient condition for what counts as two agents having the same background information. On the one hand, it is logically possible for two agents to have the same probability for each and every hypothesis although they might not share the same background information. Of course, this is very unlikely. But we know that in individual cases people assigned the same (low) prior, say the probability of Barack Obama winning the US presidency two years ago, on the basis of very different information.

On the other hand, let’s assume that there is a way to characterize what counts as two agents having the same background information without further ado. Yet one could argue that having the same background information for two agents does not necessarily ensure the uniqueness of probability assignments. Suppose two agents could share some sort of Jeffreys’ simplicity postulate along with the same kind of background information, yet still assign different priors to the three competing hypotheses in the curve-fitting problem. The first one chooses the first set of priors from Table 1. For example, 1/2, 1/4, 1/8 to $H_1$, $H_2$, and $H_3$ respectively and so on. The second one could choose the second set of priors from the same table for those models and so on. It could be that their mental make-up is different; that is why they come up with different
priors. It is, therefore, possible for these two agents to come up with two distinct consistent sets of priors, even though they might have the same background information.

The basic point remains the same: either ‘sameness of background information’ is characterized in a question-begging way or it is so vague as to admit of a number of different possibilities, at least some of which allow for the assigning of very different prior probabilities.

There are thus four interrelated problems. The first problem arises from an inability to quantify many of our day-to-day intuitions. The second is associated with the arbitrariness involved in characterizing the notion of two agents having the same background information. The third stems from difficulties in providing a sufficient condition for when two agents share the same background information. The fourth and final problem is the possibility of failure in arriving at a unique probability distribution in model selection, even though two agents are assumed to share the same background information. Together, they undermine the second dogma of strong objective Bayesianism, that sameness of background information will insure uniqueness of probability distributions.

6. A Strong Objective Bayesian Rejoinder

We considered two objections to strong objectivists. The first one is that since they take all statistical inferences to be logical, they fail to account for the difference between the belief and evidence questions; the evidence measure is not ‘logical’ in the strong objectivist’s sense. The second one is that strong objectivists ensure the unique probability of a conclusion given a set of premises only by appealing in a problematic way to the notion of ‘same background information’.

One response to the first objection is that to say that it is at best misleading. Evidence is equivalently to be measured by the posterior-prior ratio Pr(H|D)/Pr(H) (call it PPR) or the posterior-prior difference Pr(H|D) – Pr(H), and therefore, it is incorrect to contend that strong objectivists could not handle the evidence question while they could handle the belief question. In reply, we would like to say that there is some truth to this rejoinder, because in some cases, the posterior-prior ratio could yield the same quantitative evidential support as provided by the BF/LR measure. In the TB case, there is an agreement between the number yielded by PPR and BF, that is, 25.7 times. There is a theorem, BF/LR = Pr(D|H)/Pr(D|~H) = Pr(H|D)/Pr(H) x Pr(D)/Pr(D|~H), which shows this connection. When Pr(D)/ Prob(D|~H) = 1, both the BF and the PPR yield the same numerical value. In the TB case this means that Pr(D)/Prob(D|~H) = 0.628/0.628 = 1. Although it might be difficult to get an intuitive grasp of Pr(D)/Prob(D|~H), another theorem, Pr(D)/ Pr(D|~H) = 1 = Pr(~H) or BF = 1, in fact helps to provide an intuitive understanding of this condition. If Pr(D)/Prob(D|~H) = 1, then Pr(D|H) = Pr(D|~H) and each of these is equal to Pr(D). If the probability of D does not depend on H, then D and H are statistically independent. This merely says that observing D tells us nothing about how likely H or ~ H is. That is, when D and H are statistically independent, BF/LR = 1.16
But the PPR and the BF/LR measure don’t express the same concept. The former measure provides an answer to the question, ‘how likely is the hypothesis when D is learned as compared to how likely the hypothesis is by itself’. In contrast, the latter measure provides an answer to the question, ‘how likely are the data when the hypothesis is learned as compared to how likely are the data when the competing hypothesis is learned?’ The objector could further show the connection between evidence and belief by referring to a straightforward theorem, \( \Pr(D|H) > \Pr(D) \iff \Pr(H|D) > \Pr(H) \).

Our answer will be in the same spirit as before and point out that they express different concepts; the former (the left-hand side of the equivalence) measures ‘evidence’ (which is, uncontroversially, agent-independent) and the latter (the right hand side of the equivalence) measures ‘belief’ (independent of however objectively priors are determined), still agent-dependent in the sense that it depends on an agent’s degree of belief). Finally, the basic point remains that both the posterior-prior ratio and the BF/LR are ratios, and do not very well fit the strong objectivist demand that all scientific inference is ‘provable’ or ‘probable’.

One possible response to our second objection, that sameness of background information does not force different agents to arrive at one unique probability for a conclusion is that it not a genuine problem for strong objectivism. The responder argues that it is the goal of strong objectivism to arrive at such probability under suitable conditions (Williamson 2007), rather than a description of what agents do in a real world situation. The rejoinder adds that if background knowledge is the same, then all degrees of belief are the same in the sense that the latter converges if the background knowledge converges. Some objectivists in the Carnapian tradition similarly ensure convergence by imposing something like exchangeability on an agent’s beliefs. A sequence of exchangeable events is a sequence in which the probability of any particular distribution of a given property in a finite set of events of the sequence depends on the number of events in that distribution that have that property. If strong objectivists assume something like exchangeability to arrive at a unique probability, then the further question arises, ‘how does a strong objectivist differ from a personalist Bayesian who subscribes to de Finetti’s representational theorem?’ (de Finetti 1980 [1937]; Kyburg 1983). The idea behind this theorem is that if two people agree that events of a certain sequence are exchangeable, then with whatever opinions they start, given a long enough segment of the sequence as data, they will come arbitrarily close to agreement regarding the probability of future events, provided that neither of the agents assign zero or one probability to an empirical proposition.

However, there are numerous discussions about the tenability of the exchangeability assumption. Some think that it is a controversial assumption, because many sequences are not exchangeable where the order in which the agent receives information plays a crucial role. If a Bayesian personalist defends the inter-subjectivity of scientific inference by invoking de Finetti’s theorem, then the former can be criticized for holding a strong a priori assumption about the world. And there is no reason to suppose that the world is like that. It seems that if a strong objectivist imposes such an assumption as this to arrive at convergence of agent’s degree of belief, then her assumption is as strong as a subjectivist’s assumption of a sequence of events being exchangeable. Hence, there
is no difference between a strong objective Bayesianism and subjective Bayesian insofar as both fall back on convergence and the same sort of constraints on an agent’s degrees of belief.

7. Bayesianism without the Dogmas

What constraint(s) need one impose on a non-deductive theory of inference so that an agent is able to reach a correct conclusion most of the time? Like most people, we think that this question, posed in just these terms, is irresolvable. A more tractable, and certainly useful, question is whether there are weaker constraints than those imposed by strong objectivists such that resulting scientific inferences, although not invariably or even for the most part ‘correct’, are in some plausible sense of the term ‘objective’.

Personalist Bayesians like Bruno de Finetti (1980 [1937]) and Leonard J. Savage (1972) claim that there is only one such condition, coherence. This condition is clearly necessary; coherence precludes sure loss, and sure loss is incompatible with rationality and in a plausible sense with ‘objectivity’. But this requirement is too easy to satisfy; there are many inferences which satisfy it whose conclusions at least initially conflict and which converge over the long run only if some frequently untenable assumptions are made. Strong objectivists like Jaynes, Rosenkrantz, and Williamson swing to the other end of the spectrum and impose conditions that insure agreement on probability distributions from the outset. But their conditions can’t plausibly be necessary; they disallow, as in the case of weighing the evidence for and against particular hypotheses, otherwise accepted forms of scientific reasoning.

The option, we suggest, is to find a ‘middle way’ between personalism and strong objectivism. We label it ‘quasi-objective Bayesianism’. Quasi-objective Bayesianism, recall, is a theory of non-deductive inference which, in addition to coherence imposes simplicity considerations on the assignment of prior probabilities (typically within a context provided by a range of alternative hypotheses). These simplicity considerations are, at least in part, ‘objective’ in character. But they do not, in most cases, lead to the assignment of unique probabilities to the hypotheses being tested. Most often, we can do no more than rank order the hypotheses with respect to their priors. But this more sensible (if not also moderate) goal is, we believe, closest to the actual practice of science than its Bayesian rivals. Despite the vast influence exercised by Euclid’s *Elements* on subsequent scientific methodology, only rarely are the inferences made in science ‘logical’ in the sense that data premises support a hypothetical conclusion in ways conforming to deductive or probability logic. The evidence for a hypothesis is never in this same sense ‘conclusive’ hypotheses are always tested in a context involving other hypotheses (whose unique partition can never be guaranteed from the outset) and a variety of epistemic and pragmatic assumptions, and the result most frequently is acceptance of one on the basis of the judgement that it is ‘better’ than the others (which, again, are determined contextually). Unique probability assignments are the exception, not the rule, no matter how plentiful and persuasive the data that we might at a given time have in hand. Only a mistaken assimilation of ‘objectivity’ with ‘truth’,
or even more implausibly with ‘certainty’, would lead it to be understood as a methodological requirement.\textsuperscript{19}

Inside this methodological debate over the correct form of Bayesianism there is also hidden an epistemological message. An entrenched belief among both philosophers and statisticians is that a Bayesian has to be either a subjective or objective, and there is nothing in between.\textsuperscript{20} The epistemological message aims to challenge this conventional wisdom. Bayesianism is not an all or nothing affair. As Bayesians take belief to be fine-grained, we argue, Bayesianism itself needs to be fine-grained too. As such, the subjective/objective distinction does not have a sharp boundary in Bayesianism. Bayesians may come in different shades and shapes in between these two extremes. We distinguish among four varieties of objective Bayesians.\textsuperscript{21} They are (i) strong objectivists, (ii) moderate objectivists, (ii) quasi-objectivists and (iv) necessitarian objectivists. While the strong objectivist lies at the extreme end of the spectrum, the quasi-objectivist leans more toward the personalist or subjectivist side. In a similar vein, necessitarian objectivists come closer to strong objectivists or moderate objectivists, depending on which Carnap (early or late) one has in mind. However, whether the lack of a sharp distinction between subjectivism and objectivism transcends Bayesianism and affects epistemology in general remains a desideratum for further investigation.
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Notes

\[1\] Williamson (2005) is presently the most vocal proponent of this position. See also Williamson (2007, 2009).

\[2\] Here we borrow the term ‘necessitarian’ from Levi (1980) who credits Savage with this coinage. For Levi’s position on objective necessitarianism see Levi (1980), especially chapters 15–17.

\[3\] Jaynes also expressed the same idea in his earlier writing: ‘the most elementary requirement of consistency demands that two persons with the same relevant prior information should assign
the same prior probabilities’ (Jaynes 1968). Interestingly, Howson (Howson and Urbach 1993), who is a subjective Bayesian, accepts the first thesis of the strong objective Bayesian, but rejects her second thesis.

[4] In this respect we agree with Fisher’s judgement that ‘[a]lthough some uncertain inferences can be rigorously expressed in terms of mathematical probability, it does not follow that mathematical probability is an adequate concept for the rigorous expression of uncertain inferences of every kind’ (Fisher 1956, 40; emphasis added).


[6] Our discussion is not intended to imply that there is no difference among these three objectivists. Although both Rosenkrantz (1977, ix and 254) and Williamson (2005, ch. 11) discuss why the probability theory is one significant tool for understanding objective Bayesianism, they are not as emphatic as Jaynes is to take the probability logic as an extension of deductive logic and then contend that this is the only way to approach scientific inference. However, what matters for our purpose is a general agreement among strong objective Bayesians about these two theses earlier attributed to them. We owe this point to one of the referees of this journal.

[7] The information matrix is the negative expected value of the second derivative of the log-likelihood function with respect to the parameter.

[8] Some of these ideas go back to Hartigan (1983). For details of a recent, very general mathematical proof of this fact, see Berger, Bernardo, and Sun (2009).


[10] For a nice historical discussion on the subjective and objective distinction in the probability theory dating back to 18 and 19th centuries please consult Zabell, 2010.

[11] A Bayesian of our kind should very well be able to construe an evidence relation to be independent of what the agent believes about those two competing hypothesis. The present-day subjective-Bayesian-dominated philosophy of science is, however, slow to appreciate this point. For a subjective Bayesian, since the evidence relation is defined in terms of a ratio of two probabilities, those probabilities have to be understood in terms of an agent’s degree of belief. Therefore, according to her, the evidence relation must be subjective. However the situation need not be like that. A subjective Bayesian-flavoured textbook on econometrics explains this point well and discusses how an objective Bayesian could approach the likelihood function which is at the core of our evidential account: ‘[t]he likelihood function was simply the data generating process (DGP) viewed as a function of the unknown parameters, and it was thought of having an “objective existence” in the sense of a meaningful repetitive experiment. The parameters themselves, according to this view, also had an objective existence independent of the DGP. … It is possible to adopt the so-called objective Bayesian viewpoint in which the parameters and the likelihood maintain their objective existence …’ (Poirier 1995, 288–289).


[13] This way of reconstructing the example owes a great deal to the help we received from James Hawthorne, Teddy Seidenfeld, Peter Gerdes, and Robert Boik. These names are arranged in the order we received their help.

[14] We owe this point to one of the referees. We thank the editor for suggesting how to formulate the point of disagreement some Bayesians might have with us at this point.

[15] Our comments on entropy cannot properly be generalized to continuous variables. However, the purpose of this example addressing entropy needs to be taken as an illustrative case for explaining the intuition behind strong objectivism, and not in the spirit whether this example is generalizable. As our discussion of the example explaining entropy holds in discrete cases, this example serves its intuitive function.
[16] We owe this point of clarification to Robert Boik.

[17] Both the title of this section and the title of the paper have been motivated by Quine’s celebrated article ‘Two Dogmas of Empiricism’ (Quine, 1953).

[18] One of the referees has raised worries about this question.

[19] One possible objection to our version of Bayesianism is that the rejection of the both strong objectivist’s theses can’t satisfactorily be combined with quasi-Bayesianism. According to the objection, in the case of the confirmation/evidence accounts, we assumed simple statistical hypotheses, whereas for the possibility of allowing infinitely many possible posterior probabilities for competing hypotheses we assumed statistical hypotheses to be complex. As we know, values of simple statistical hypotheses are independent of an agent’s degree of belief, but values of complex hypotheses are dependent on an agent’s degree of belief. Thus, the objector concludes our version is inadequate to be unified under one Bayesian framework. Our response is that both points, (i) assuming simple statistical hypotheses for the confirmation/evidence accounts and (ii) taking complex statistical hypotheses to be dependent on prior beliefs, are consistently accommodated within a Bayesian framework while keeping two issues distinct. Quasi-Bayesianism acts like a Swiss army knife that has various functions. When we are called upon to perform a specific function we apply a specific aspect of our version to address it. Our version is far from the idea of ‘one size fits all’ philosophy. Whether other statistical schools have that flexibility is beyond the scope of the present paper.

[20] This belief is current among both Bayesian and non-Bayesian philosophers: see Swinburne (2002) and Sober (2002). Although Swinburne is a Bayesian and Sober is a non-Bayesian, they share the view about a sharp division into subjective and objective camps. For a sample of this rampant oversimplification among statisticians, look at any of the statistical literature on objective Bayesianism listed in the references.

[21] Interestingly, Good (1983) has some similarities with what we have been arguing here. Like Good, we are arguing that there are several varieties of Bayesianism. However, unlike him, we don’t have any specific number regarding how many such varieties exist or are possible.
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